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Problem

Given the monitoring network, can we determine the 
location of the spill?



Problem

• We can easily determine a region for 
the spill if we know the first activated 
sensor. 

• Can we find a set of junctions  in that 
region as possible spill locations?
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Spill Example
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Concentration Profile measured at J9



Parameterization of Concentration Profile
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Parameter 1: Mmax/Mtot

Therefore, this parameter gives 
information about the vertical 
scale of the concentration 
profile. 

Assuming steady flow:
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Parameterization of Concentration Profile
Parameter 2: Peclet Number

(Fisher et al. 1979)
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Detection  period

Comparison of the two parameters
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Pe gives information about support 
base (or detection period)

Mmax/Mtot gives information about 
vertical scale of the profile



Scenario Generation

• 100 Candidate spill locations
• 1000 scenarios for each spill location.
• Each scenario has:

• a random rainfall configuration
• a random spill mass and spill time
• base flows are the same for all 
scenarios.

• Simulation time is 40 days.
• Spills may occur in the first 10 days.



Characterization of Scenario Results in terms of 
Parameter 1 and 2 
Region 1 scenarios observed at sensor 1 Real Spill

Real Spill 
Measurement



Random Variables

In our analysis a spill must have three main properties:

}

max tot: M /M observed at the monitoring station.
Features of the spill event

: Pe observed at the monitoring station.

: Junction  where the spill has occured. Class of the spill event
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Conditional prior probability densities

2 2X x |Y 1f = =

( ) { } Conditional probability density function of given that spill occured at 
          approximated from Kernel density estimation.

1 2f X |Y : X X ,X Y∈

( )1 1f X x |Y 1= =

( )1 1f X x |Y 14= =

( )2 2f X x |Y 1= =

( )2 2f X x |Y 14= =



Conditional posterior probabilities

( ) { } Conditional probability of  Y given that spill has feature of  X 1 2P Y | X : X ,XΩ∈ ∈

Bayes’ Theorem:
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Conditional prior joint probability densities

( ) { }

( )

Copula density function,   :copula parameter

Conditional marginal cumulative distribution of X
                        given that spill has occured at Y.
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Conditional prior joint probability densities
For spills coming from Junction 1

( )1 2f X , X |Y 1=



Conditional posterior joint probabilities

( )  Conditional joint probability of  Y
given that spill has features of  and

1 2
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P Y | X ,X :
X X .
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Bayes’ Theorem:
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Summary of statistical analysis

( )  Conditional probability of  Y
given that spill has feature of  X

1

1

P Y | X : Ω∈

( )  Conditional joint probability of  Y
given that spill has features of  and

1 2

1 2

P Y | X ,X :
X X .

Ω∈

Up to now, we can estimate three 
conditional probability values:

( )  Conditional probability of  Y
given that spill has feature of  X

2

2

P Y | X : Ω∈

How can we use this information to determine most possible classes, Y
(or junctions) for a spill event having features x1 and x2 ?



Adaptive Sequential Feature Selection
Adaptive Feature Selection in Pattern Recognition and Ultra-Wideband Radar 
Signal Analysis; Phd Thesis by Hao Jiang ,CalTech, 2008.

Problem Statement:
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Let  be a pair of random variables:   
where  is the number of classes or patterns.

D  is the tarining set with elements 

being i.i.d. samples from a fixed but un

d

1 1 2 2 n n
n

X ,Y X R , Y 1,2,...M
M

X ,Y , X ,Y ,..., X ,Y

∈ ∈

=

( )

[ ]

( ){ }

{ }

known distribution governing 

Assume that the classes  take a prior distribution 

The goal is to find a mapping g: R  such that an arbitrary 

unlabeled test dat

T
1 2 d

d

X ,Y .

X X X ... X

Y P Y j , j 1,2,...,M

1,2,...,M

=

= =

→

[ ]a  can be classified into 
one of the M classes while optimizing some criterion.

T d
1 2 dx x x ... x R= ∈



Adaptive Sequential Feature Selection
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M
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Optimum Feature Selection:
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Entropy corresponding to prior p.m.f:

Class entropy conditioned on the sample xi:

( )i 0 iq x H H= −

The quantity H0-Hi measures how well the feature xi (which is the ith component 
of the unlabeled test data x) reduces the complexity of the classification task.

The best feature in terms of reducing the class entropy can be selected as:
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Adaptive Sequential Feature Selection
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Adaptive Sequential Feature Selection

• Original form of ASFS algorithm reduces the initial class set to one final 
selected class by eliminating the classes using a probability threshold.

• However, final result is not always the correct answer.

• We have made some modifications to add some flexibility to ASFS algorithm.
• We introduced a copula set ΩC in which we store some eliminated classes 

according to their performance against a joint probability threshold.

• We determined a criterion to stop ASFS algorithm at some level where 
the correct class is in the final set.

• At the end of one ASFS cycle (according to our new stopping criteria), we 
added copula set into final class set obtained and re-ran ASFS algorithm.

• This modified ASFS algorithm is stopped when two consecutive copula 
sets obtained are the same.
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Conclusions

• Modified ASFS algorithm performed well for both regions tested by total of 
20 spill events.

•The correct answer was kept in final sets for all 20 spill events.
•The worst performance was reducing initial class set of 26 elements 
to a final selected set of 7 elements.

•The best performance was reducing the initial class set of 27 
elements to a final selected set of 2 elements.

• Final set is ranked according to the average of posterior conditional 
probabilities obtained for each single feature and joint behavior of the two.

• Once the statistical data is obtained from simulations (takes about 2 
weeks), this method is fast (takes about 30 seconds to analyze all 20 
spills).



Thank you…
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